**Exercise - Run an Ansible playbook in Azure Cloud Shell**

In this exercise, you run an Ansible playbook that configures user accounts on Linux VMs running on Azure. By the end, you'll have two Linux VMs that are configured in the exact same way.

During the process, you:

* Walk through a basic Ansible playbook so that you understand what each piece does.
* Create the Ansible playbook locally, and then upload the playbook to Azure Cloud Shell.
* Run the Ansible playbook on your Linux VMs.
* Verify that your VMs were configured as you expect.
* Run the playbook a second time to see idempotency in action.

**Define your requirements**

The first step when working with any configuration management tool is to define your requirements. You then map those requirements to configuration code.

Let's join Tim and Andy as they define the requirements for their prototype.

**Tim:** Before we run anything in Azure Pipelines, I'd like to work through the process by hand. What's the easiest way to get started?

**Andy:** Although we could install Ansible on our development systems, we can also use Cloud Shell. Ansible comes pre-configured on Cloud Shell, so there's nothing to set up. What's something that you commonly need to configure?

**Tim:** We run services on VMs that perform billing and other functions. We run these services under service accounts.

**Andy:** That sounds like a great place to start. Tell me more about what you need.

*Tim moves to the whiteboard.*

**Tim:** A service account is a user account that provides a security context for services. On Linux, a service account typically:

* Provides no home directory for the user.
* Provides no login shell.
* Provides no password or way to sign in as that user.

I say we define two users for our test. Let's call them *testuser1* and *testuser2*.

**Define the basic configuration**

Tim and Andy discover documentation for the [user](https://docs.ansible.com/ansible/latest/modules/user_module.html) module. The user module enables you to manage user accounts, including service accounts.

They define this configuration in Ansible:

**yml**

---

- hosts: all

tasks:

- name: Add service accounts

user:

name: "testuser1"

comment: service account

create\_home: no

shell: /usr/sbin/nologin

state: present

The hosts part specifies to run the playbook on all hosts in the inventory.

The tasks part defines each module to apply. This configuration defines one module, the user module.

The user module defines the user account named *testuser1*. This module specifies:

* A descriptive comment for the user account.
* Not to create the home directory for the user.
* The user's login shell. The /usr/sbin/nologin prevents login.
* That the account should exist. You can use the absent state to remove the user from the system.

**Use the loop block to add a second user**

Notice that this configuration creates just one user: *testuser1*. Although you can add a second task that performs the same function, you can use the loop keyword to repeat the task multiple times.

Tim and Andy update their configuration, like this:

**yml**

---

- hosts: all

tasks:

- name: Add service accounts

user:

name: "{{ item }}"

comment: service account

create\_home: no

shell: /usr/sbin/nologin

state: present

loop:

- testuser1

- testuser2

The loop block applies the configuration for each item in the list. The name attribute uses the {{ }} syntax to interpolate, or replace, the value with the current element in the list.

**Activate privilege escalation as the root user**

Next, Tim and Andy need to consider under which user account the configuration will run. When they created their VMs on Azure, they specified *azureuser* as the administrator name. But to configure user accounts, they need to activate privilege escalation as the *root* user.

To do so, they need to add the become directive to their configuration, like this:

**yml**

---

- hosts: all

become: yes

tasks:

- name: Add service accounts

user:

name: "{{ item }}"

comment: service account

create\_home: no

shell: /usr/sbin/nologin

state: present

loop:

- testuser1

- testuser2

A related setting, not shown here, is become\_user. The default value of this setting is root. When this configuration runs, Ansible activates privilege escalation as the *root* user.

**Note**

The meaning of become can vary based on the kind of system you're working with. But on Linux systems, you can think of become as applying the configuration with sudo privileges.

**Create the users playbook**

Now that you've verified that your VMs are connectable through Ansible, here you apply a playbook that configures service accounts on your VMs.

1. In Visual Studio Code, select **New File** from the files pane. Name the file *users.yml*.

![Screenshot of adding a file in Visual Studio Code](data:image/png;base64,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)

1. Add these contents to *users.yml* and then save the file:

**yml**

---

- hosts: all

become: yes

tasks:

- name: Add service accounts

user:

name: "{{ item }}"

comment: service account

create\_home: no

shell: /usr/sbin/nologin

state: present

loop:

- testuser1

- testuser2

1. Upload *users.yml* to Cloud Shell. To do so:
   1. In Visual Studio Code, select F1 or select **View** > **Command Palette** to access the command palette.
   2. In the command palette, enter *Azure: Upload to Cloud Shell*.
   3. Select *users.yml*.

**Run the users playbook on your VMs**

Run the users playbook on your VMs from your Cloud Shell session.

1. In Visual Studio Code, switch to your Cloud Shell session.
2. Run the following ls command to verify that *users.yml* exists in your Cloud Shell.

**Bash**

ls users.yml

1. Run the following ansible-playbook command to apply your playbook:

**Bash**

ansible-playbook \

--inventory azure\_rm.yml \

--user azureuser \

--private-key ~/.ssh/ansible\_rsa \

users.yml

The --user argument specifies the user to connect as. Here, you specify your administrator user, *azureuser*. Recall that the playbook activates privilege escalation as the *root* user.

You see from the output that both user accounts were added to each VM in your inventory:

**Output**

PLAY [all] \*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*

TASK [Gathering Facts] \*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*

ok: [vm2\_867a]

ok: [vm1\_1bbf]

TASK [Add service accounts] \*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*

changed: [vm2\_867a] => (item=testuser1)

changed: [vm1\_1bbf] => (item=testuser1)

changed: [vm2\_867a] => (item=testuser2)

changed: [vm1\_1bbf] => (item=testuser2)

PLAY RECAP \*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*

vm1\_1bbf : ok=2 changed=1 unreachable=0 failed=0 skipped=0 rescued=0 ignored=0

vm2\_867a : ok=2 changed=1 unreachable=0 failed=0 skipped=0 rescued=0 ignored=0

**Verify the configuration**

The output shows that the Ansible playbook succeeded, but let's double-check the configuration.

It can be useful to verify the result as you develop your configuration code, to ensure that your code correctly expresses your needs. But after you have a working configuration in place, you don't need to verify the results each time.

On Linux, you can use the getent passwd command to get information about a user. One way to run this command is over SSH.

As an optional step, run these commands from Cloud Shell:

**Azure CLI**

IP\_ADDRESS=$(az vm list-ip-addresses \

--resource-group learn-ansible-rg \

--name vm1 \

--query [0].virtualMachine.network.publicIpAddresses[0].ipAddress \

--output tsv)

ssh -i ~/.ssh/ansible\_rsa azureuser@$IP\_ADDRESS "/usr/bin/getent passwd testuser1"

You see this:

**Output**

testuser1:x:1001:1001:service account:/home/testuser1:/usr/sbin/nologin

Here's how to read each field:

**Output**

testuser1:x:1001:1001:service account:/home/testuser1:/usr/sbin/nologin

| | | | | | |

| | | | | | Login shell

| | | | | Home directory

| | | | Description

| | | Group ID

| | User ID

| Encrypted password

Username

You see that the account is set up as you specified. Although the getent passwd command shows */home/testuser1* as the home directory, the directory doesn't actually exist on the VM. That's because you specified create\_home: no.

This command tests only one VM. But let's say you have dozens or hundreds of VMs that you want to verify. You can use Ansible to run the same command on each of your VMs.

To do that, run the following ansible command:

**Bash**

ansible \

--inventory azure\_rm.yml \

--user azureuser \

--private-key ~/.ssh/ansible\_rsa \

--args "/usr/bin/getent passwd testuser1" \

tag\_Ansible\_mslearn

The --args argument specifies the command to run on each VM.

You see that both VMs are configured identically with the *testuser1* service account.

**Output**

vm2\_867a | CHANGED | rc=0 >>

testuser1:x:1001:1001:service account:/home/testuser1:/usr/sbin/nologin

vm1\_1bbf | CHANGED | rc=0 >>

testuser1:x:1001:1001:service account:/home/testuser1:/usr/sbin/nologin

**Run the Ansible playbook a second time**

Ansible is idempotent. That means you can run it as many times as you'd like. Ansible applies configuration changes only when your playbook changes, or when the state of your systems doesn't match what's in your playbook.

Run the following ansible-playbook command to apply your playbook a second time:

**Bash**

ansible-playbook \

--inventory azure\_rm.yml \

--user azureuser \

--private-key ~/.ssh/ansible\_rsa \

users.yml

You will see this output:

**Output**

PLAY [all] \*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*

TASK [Gathering Facts] \*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*

ok: [vm2\_867a]

ok: [vm1\_1bbf]

TASK [Add service accounts] \*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*

ok: [vm2\_867a] => (item=testuser1)

ok: [vm1\_1bbf] => (item=testuser1)

ok: [vm2\_867a] => (item=testuser2)

ok: [vm1\_1bbf] => (item=testuser2)

PLAY RECAP \*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*

vm1\_1bbf : ok=2 changed=0 unreachable=0 failed=0 skipped=0 rescued=0 ignored=0

vm2\_867a : ok=2 changed=0 unreachable=0 failed=0 skipped=0 rescued=0 ignored=0

As you might expect, Ansible doesn't apply any changes. The changed=0 part of the output tells you this.

That's because your Ansible playbook didn't change, and you haven't modified any of the user accounts on your VMs.

Later, you'll see the benefit of this behavior when you configure your infrastructure in Azure Pipelines by running the same Ansible playbook.

Keep your Cloud Shell session in Visual Studio Code open for the next exercise.